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Figure 1.1: Scope of the proposed work to quantify measurable precursor signals during SCC 
initiation (after Staehle, 2010)[4]. (b) Early damage percolation (current CAAP work; 
micron-range near surface damage). (c) Colonies of SCC (detectable macro-cracks)[6]. 

Figure 4.1: Microstructure of X-70 pipeline steel showing strong texture along the rolling direction 
of the pipe. 

Figure 4.2: The utilized electrochemical cell showing the conventional three electrode, with steel 
samples as working electrode, platinum wire as counter electrode and Ag/AgCl reference 
electrode. Gamry Reference 3000 potentiostat was used as the power source. Dow Corning 
Vacuum Lubricant was applied between the sample and the O-ring to eliminate crevice 
corrosion. 

Figure 4.3: Schematic of the setup of interferometry system, which also shows the setup of the 
samples. 

Figure 5.1. Electrochemical measurements during corrosion of X70 steel in 1 M NaHCO3. (a) 
Linear sweep voltammetry showing the three test potentials used in other experiments. (b) 
Current density transients for the experiments used for morphology observations in Figs. 
5.4-7. 

Figure 5.2. Large-angle cross section views after corrosion at -0.521 V. (a) 2 hr exposure; sample 
prepared by FIB etching, cross section plane 45o from horizontal. (b) 4 hr exposure; sample 
prepared by polishing, cross section plan 90o from horizontal. 

Figure 5.3. Height profile measured by optical profilometry after 2 hr exposure at -0.521 V and 
followed by removal of corrosion product. Curve to the left of the arrow represents an area 
that was not exposed to solution. 

Figure 5.4. Small-angle cross section views of X70 steel after 2 hr corrosion at -0.521 V. Sample 
was prepared by shallow-angle polishing. Panels (b) - (e) are high-magnification images at 
the points indicated in the low-magnification image (a). 

Figure 5.5. Schematic depiction of triangular wedge morphology of intergranular corrosion. 

Figure 5.6. Composition of grain boundary corrosion product film on sample exposed for 2 hr at -
0.521 V. (a) SEM showing location of EDS line scan. (b) Composition profile along the 
line scan. 

Figure 5.7. Small-angle cross section views of X70 steel after 1 hr corrosion at -0.478 V. Sample 
was prepared by shallow-angle polishing. Panels (b) and (c) are high-magnification images 
at the points indicated in the low-magnification image (a). 
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Figure 5.8. Small-angle cross section views of X70 steel after 50 min corrosion at -0.575 V. Sample 
was prepared by shallow-angle polishing. Panels (b) and (c) are high-magnification images 
at the points indicated in the low-magnification image (a). 

Figure 5.9. Stress and current density measurements during corrosion exposures at the three test 
potentials. (a) Force per width (solid lines) and current density (dashed lines) transients. 
(b) Charge density transients obtained by integrating the current density in (a). 

Figure 5.10: Diffusion model for vacancies introduced by selective Si oxidation. Vacancy 
diffusion along grain boundaries enhances Vgb Vgb relative to Vs , accounting for the 

triangular wedge shape. 

Figure 5.11: Results from implementation of the vacancy diffusion mechanism in finite element 
simulation (a) COMSOL simulation domain for a wedge angle of 130° (b) Wedge angle as 
a function of Peclet number, Pe  V R D  .gb gb  V  

Figure 5.12: Current transients for constant potential experiments performed at 0.521 V vs 
Ag/AgCl in 1 M NaHCO3 solution (a) and (b) 2 hr experiments (c) 5 hr experiment.  

Figure 5.13: SEM cross-sectional micrographs depicting GB wedges. (a), (b) and (c) Respectively 
correspond to the experiments shown Fig. 5.12 (a), (b) and (c). 

Figure 5.14: Wedge morphology evolution obtained from the time-dependent finite element study 
of the vacancy diffusion model in COMSOL at different times of (a) 1 hour (b) 2 hours (c) 
3.5 hours (d) 5 hours. 

Figure 5.15: (a), (b) and (c) GB wedge apex angles variations over time obtained using time-
dependent finite-element simulations using current densities shown in Fig. 1 (a), (b) and 
(c) respectively. Data points (a), (b) and (c) present the experimental values obtained from 
SEM micrographs (Fig. 2) for the corresponding corrosion experiments. Error bars present 
the standard deviations of the experimental wedge apex angles. 

Figure 6.1: (a) SEM image of the angle-polished corroded surface, showing the IGC attack at a 
triple junction. (b-d) EDS intensity maps showing Fe, O, and Si content, respectively. (e) 
EDS spectra within the selected regions 1 and 2. 

Figure 6.2: (a) AFM image in surface gradient mode showing the grain boundary and the locations 
of the imposed lines of nanoimprints. (b) A representative set of force-indentation depth 
curves for the indents on line 2 at different distances from the GB, along with Hertzian fit 
for spherical contact, (c) the critical load for the first displacement burst (normalized by 
the critical loads obtained for the interior of the grains), along with predictions of the 
MD/vacancy diffusion model (Eq. (10)). 

Figure 6.3: (a) MD simulation model, showing the iron atoms (blue), and the atoms surrounding 
the lattice vacancies. (b) load-indentation depth curves for different vacancy concentration, 
(c) load-indentation depth curves for different hydrogen atom concentration. (d) The MD 
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results for the critical dislocation nucleation load (normalized by that of perfect crystal) as 
a function of the concentration. The error bar is derived from six different geometric 
rendering of the model. 

Figure 6.4: Atomistic simulation results of perfect crystal showing multiple dislocation nucleation 
and propagation at the critical loading level. Snapshots of atomistic projection with shading 
of out-of-registry atoms for the perfect crystal (a-c), hydrogen (d-f), and vacancy cases (g-
i), highlighting variation of dislocation nucleation characteristics with addition of lattice 
vacancies and H interstitials. 

Figure 6.5: Distribution of first strain invariant on {001} plane, showing initially induced 
hydrostatic strain by (a) vacancy and (b) hydrogen atom. (c) The line distribution of first 
strain invariant along <110> direction (dashed lines on (a) and (b)) presented as a function 
of distance normalized by the atomic distance.   
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1. Introduction 
Stress Corrosion Cracking (SCC) on the external surface of a pipeline is one of the primary 
degradation modes in oil and gas pipelines, despite the fundamental understanding of the 
mechanisms. SCC is characterized by crack growth during corrosion of alloys in the presence of 
external tensile stress, at a significantly smaller stress compared to unexposed crack growth of the 
same material system [1-3]. During SCC, the majority of the life of a pipeline remains within the 
nucleation stage as depicted on Fig. 1.1, wherein micro-damage is percolating very slowly within 
the prolonged incubation stage [4], and below detection thresholds for commonly deployable 
nondestructive evaluation techniques. The failure to monitor the changes in parameters germane 
to corrosion poses an especially severe safety threat [5, 6], and will be an increasing concern due 
to aging infrastructure and expense of new construction. 

Fig. 1: Scope of the proposed work to quantify measurable precursor signals during SCC initiation 
(after Staehle, 2010) [4]. (b) Early damage percolation (current CAAP work; micron-range 
near surface damage). (c) Colonies of SCC (detectable macro-cracks) [6]. 

The aim of the proposed work is to provide measurable precursor signals associated with the 
initiation stage of near surface damage and cracking, as depicted on Fig. 1.1. We have identified 
many salient features during the early stage of the SCC process (Stages 1, 2 on Fig. 1.1), including 
residual stress build up, near surface (within few microns) defect percolation and changes of 
dislocation dynamics, and measureable changes of the surface ohmic resistance. We developed 
model based prediction of the onset and progression of SCC subsurface damage, and assessed the 
electrochemical impedance spectroscopy (EIS) to measure the extent of surface damage. Such 
framework would enable the development of appropriate field deployable NDE technology with 
the needed spatial and temporal resolutions. The proposed framework have the potential to 

6 



 

 
 

   
 

 

 
   

 
  

 
 

  
 

  
  

   

  

    
 

 
  

     
   

enhance abilities to better predict remaining safe life, operating pressures and identify the need for 
mitigation measures to be taken. 

2. Background 
SCC refers to the failure by cracking of normally ductile metals in corrosive environments, 

when they are subject to tensile stress. SCC affects a wide range of high strength alloys. For 
example, 21% of steel pipeline failures are attributable to SCC.1 Typically, SCC initiates at the 
protective coating disbondments on the outer surfaces of buried pipelines, at a localized corrosion 
sites such as pits and grain boundaries. Local soil pH level affects the nature of the cracking as 
intergranular (ICSCC) for high pH-level (pH >9) and transgarnular (TGSCC) for near neutral pH 
[7, 8]. The pipeline failure will result in rupture for low aspect ratio cracks (long and shallow) or 
leakage for high aspect ratio cracks (short and deep) [6]. There is widespread debate about SCC 
mechanisms, including the contributions of mechanical vs. chemical processes in the initial 
damage percolation, leading to a macroscopic crack growth and the associated role of hydrogen 
embrittlement. Several mechanisms suggest that brittle cracking is produced by localized plastic 
deformation activities caused by dislocation emission and motion accompanying localized 
corrosion at crack tip [9-11]. Quantification of the progression of these local changes might 
improve corrosion management through prospective new NDE techniques for early detection of 
SCC. 

Mechanisms proposed for corrosion-induced embrittlement have included formation of geometric 
features such as notches that concentrate external stress, or creation of brittle surface layers or 
films on corroding surfaces [16]. Much of the prior research on intergranular corrosion of pipeline 
steels has concerned on the nature of electrochemical corrosion reactions and products within the 
critical potential range [17-23]. It is found that dissolution near the potential of the active 
dissolution current peak produces Fe(II) hydroxide and carbonate species, while at potentials 
above the active region insoluble Fe(III) products are found. Also, the potential ranges of both IGC 
and intergranular SCC has been shown to lie between the active peak and the passivation potential, 
in which both Fe(II) and Fe(III) products are formed. However, this work did not establish a 
relationship between the electrochemistry of corrosion within the critical potential range and the 
SCC mechanism. Also, no prior work to our knowledge focused on the role of grain boundaries in 
the corrosion process, which is clearly central to an understanding of intergranular SCC.  

Because of the close coupling between intergranular corrosion and stress corrosion cracking of 
pipeline steels, it is important to identify aspects of corrosion at grain boundaries that are relevant 
to the evolving mechanical properties of the near-surface region. Corrosion morphology 
development is potentially significant because the geometry of the corroded region determines its 
response to external tensile stress. Further, intergranular corrosion rates can be inferred by 
observing grain boundary morphology evolution. Despite the relevance of intergranular corrosion 
to high-pH SCC of pipeline steels, no detailed characterization of grain boundary morphology 
evolution during IGC of ferritic steels has been reported in the literature, in contrast to the 
knowledge base about such processes on austenitic stainless steels [24]. Also, it has been proposed 
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that corrosion-induced wedging stress at grain boundaries can assist crack initiation and growth 
[25-28]. However, very few studies exist on stress evolution accompanying corrosion along grain 
boundaries. 

3. Objective of the Proposed Work: 
The proposed research plan focuses on model-aided development of experimental protocols that 
provide measureable precursor signals, which correlate to geometrical descriptors of the 
subsurface damage. The focus is on measurable degradation parameters that can assist in the 
development of NDE measurement procedures. The project objective is to assess the feasibility of 
detection and monitoring of initial subsurface damage to shallow crack formation, with focus on:  

(1) Develop the mechanochemistry modeling framework for early stage SCC: Understand the 
synergistic role of mechanical loading and chemical kinetics to predict the onset and evolution 
of corrosion as  well  as spatial residual stress development, and prospectively increase the 
pipeline total fatigue life. 

(2) Quantify the physical and mechanical changes during the early stage of SCC by EIS: 
Arriving at measureable physical and mechanical quantities and their correlation to the 
geometrical descriptors of corrosion and/or SCC will provide the pathway for development of 
corrosion mitigation strategies, as well as in-line inspection (ILI) methodologies.  

(3) Assist the future development of multi-scale multi-physics models: Provide 
phenomenological understanding, basic modeling framework and laboratory measurements for 
the degradation process and mechanisms in high strength pipeline steels for enhanced  
modeling tools to better predict remaining safe life, operating pressures and identify the needed 
mitigation measures to be taken. 

4. Experimental Framework: 
Samples of a high strength low-alloy pipeline steel (API X70) were machined from a pipe 

wall. The specimens of 1 mm thickness were cut along the long axis of the pipe, with the top 
surface in the longitudinal-short transverse plane. The sample length and width dimensions were 
18 mm x 18 mm. The main alloying elements in X70 were Mn (~1.75 wt. %), Si (~0.45 wt. %), 
and C (~ 0.17 wt. %). The minority pearlite phase was composed of grains less than 5 μm in width 
and elongated in the longitudinal direction, while the majority ferrite phase was made up of nearly 
equiaxed grains of typically 5 μm size.  The microstructure of X-70 pipeline steel showing strong 
texture along the rolling direction of the pipe is shown in Fig. 4.1. The sample surfaces were 
polished with 400, 600 and 800-grit sandpaper, followed by cleaning with deionized water and 
ethanol. Electrochemical experiments were carried out in a three-electrode cell with Pt wire 
counter electrode and Ag/AgCl reference electrode, shown in Fig. 4.2. All cited potentials are with 
respect to this reference. The test solution was naturally aerated aqueous 1 M NaHCO3 at room 
temperature. Solutions were prepared using analytical grade reagents and deionized water 
(resistivity 18 M𝛺-cm). The applied potential was first held at -1.0 V for 5 min to cathodically 
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reduce surface oxide, and then stepped or scanned in the anodic direction. For examination of the 
corrosion morphology in cross section, samples were polished to reveal planes at orientations 
either perpendicular to or at a shallow angle from the surface. In addition, focused ion beam (FIB) 
microscopy cross sections were prepared by etching at 52o from the surface (FEI NanoLab Helios 
Dual Beam). Corrosion specimens were examined by scanning electron microscopy (SEM, FEI 
Quanta 250), and by non-contact optical profilometry (Zygo NewView 6200). 

Fig. 4.1: Microstructure of X-70 pipeline steel showing strong texture along the rolling direction 
of the pipe. 

Fig. 4.2: The utilized electrochemical cell showing the conventional three electrode, with steel 
samples as working electrode, platinum wire as counter electrode and Ag/AgCl reference 
electrode. Gamry Reference 3000 potentiostat was used as the power source. Dow Corning 
Vacuum Lubricant was applied between the sample and the O-ring to eliminate crevice 
corrosion. 

In situ stress measurements employed the phase shifting curvature interferometry method [31]. 
The applications of this technique to measure stress changes during corrosion and anodic oxidation 
of aluminum were described in earlier publications [28, 32]. The utilized interfermetric setup is 
shown in Fig. 4.3 One side of the steel sample was polished to a 0.05 𝜇m particle finish using a 
diamond particle suspension and served as a reflective surface for interferometry. The specimen 
was mounted in a test cell with the unpolished side in contact with the electrolyte solution and the 
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opposite side facing the optical system. Changes in sample curvature during corrosion were 
monitored. The curvature change (d) is related to the near-surface force per width (dFw) according 
to the Stoney thin-film approximation, 

𝑑𝐹    (1)  
 
𝑑𝜅 

where YS, S and hS and are respectively the elastic modulus, Poisson's ratio and thickness of the 

steel sample. The force per width is the in-plane biaxial stress xx integrated through the sample 
thickness, 

𝐹  𝜎 𝑑𝑧 (2)  

where the x axis is parallel to the steel surface, and the z axis extends toward the bulk metal from 
its origin at the surface. Force per width is referenced to the initial state of the sample at the 
beginning of anodic polarization. Compressive and tensile force changes are respectively negative 
and positive in sign. 

Fig. 4.3: Schematic of the setup of interferometry system, which also shows the setup of the 
samples. 
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5. Results on Morphology and Stress Evolution During the Initial Stages of Intergranular 
Corrosion of X70 Steel 

5.1 Electrochemical measurements 
Figure 5.1 (a) shows the active dissolution region of the polarization curve of X70 steel in 1 M 
NaHCO3 solution. The potential region of susceptibility to IGC and SCC  extends from  the  
potential of the current peak at -0.6 V to the passivation potential at -0.4 V [12,14,15].  Three test 
potentials within this range were selected for potentiostatic experiments, as indicated in the Figure: 
-0.575 V, -0.521 V and -0.478 V. Examples of current transients at these potentials are shown in 
Fig. 5.1 (b). Initially, the current density decayed to a minimum value at 1 - 6 min at all three 
potentials. From rotating ring-disk electrode (RRDE) experiments Riley and Sykes found that the 
main reaction during the current decay is formation of a surface film [21]. Based on the charge 
density of 10 to 30 mC/cm2 passed during the decay, the equivalent Fe(OH)2 thickness is 14 - 40 
nm, comparable to the thickness of 80 nm from XPS for the steady-state surface film at the peak 
potential [14]. At the two higher potentials, the current increased to a maximum after the initial 
decay and then slowly fell. No maximum was reached after 45 min at -0.575 V. 

Fig. 5.1: Electrochemical measurements during corrosion of X70 steel in 1 M NaHCO3. (a) Linear 
sweep voltammetry showing the three test potentials used in other experiments. (b) Current 
density transients for the experiments used for morphology observations in Figs. 4-7. 
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5.2. Large-angle cross-section samples 
Large-angle cross section views of the steel interface after corrosion tests at -0.521 V for 

2 and 4 hr are exhibited in Fig. 5.2 (a) and 2 (b) respectively. The 2 hr-exposed sample was 
prepared by FIB milling and the 4 hr sample by cross-sectioning and mechanical polishing. The 
along the top surface Both images illustrate the corrosion product film that covered the steel 
surface after the current density maximum. The white-shaded material  is the steel and the dark  
gray-shaded layer on its upper surface is corrosion product. The corrosion product consists of 
particles several 𝜇m in width separated by small gaps. The void in the central part of the film in 
Fig. 5.2 (a) is atypical and may be caused by attrition of a corrosion product particle during sample 
preparation. EDS of the corrosion product layer in Fig. 5.2 (b) revealed that it contained Fe, O and 
C, suggesting that the film is an iron hydroxy-carbonate as found previously [18, 22, 23]. The 
Na/Fe concentration ratio of 0.15 indicated that the product contained significant amount of 
sodium, consistent with the finding of sodium or potassium in the corrosion product in earlier 
studies [18, 23]. Incorporation of electrolyte Na+ ions is evidence that the product is formed by 
precipitation. Nanoindentation measurements revealed an elastic modulus of 28 GPa for the 
product layer, much smaller than the value of about 200 GPa for dense iron oxide [30, 33]. The 
low modulus of the film suggests high porosity, also consistent with a precipitated film. 

Fig. 5.2: Large-angle cross section views after corrosion at -0.521 V. (a) 2 hr exposure; sample 
prepared by FIB etching, cross section plane 45o from horizontal. (b) 4 hr exposure; sample 
prepared by polishing, cross section plan 90o from horizontal. Dashed lines indicate 
triangular wedge features produced by corrosion at the alloy-corrosion product interface. 
The angles of the wedge apex are marked in the image.   
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The precipitated corrosion product layer thickness measured from the cross-section images 
increased from 2.5 𝜇m at 2 hr to 4.3 𝜇m at 4 hr. The corresponding ratios of thickness to charge 
density were 1.9 x 10-4 cm3/C at 2 hr and 1.6 x 10-4 cm3/C at 4 hr. These values can be compared 
to the ratios associated with possible product layer constituents. The corrosion product formed in 
bicarbonate solutions is an iron hydroxycarbonate [23], which at -0.521 V may contain both and 
Fe(II) and Fe(III) compounds [17, 18, 21, 22]. The thickness-charge density ratio for compact 
product layers based on the molar volumes of Fe(OH)2 , FeCO3 and Fe(OH)3 are respectively 1.4 
x 10-4 , 1.5 x 10-4 and 9.5 x 10-5 cm3/C. The porosity of the product layer is consistent with the 
somewhat larger ratios found experimentally. 

The images in Fig. 5.2 (a) and (b) reveal a number of triangular wedges along the metal-corrosion 
product interface, marked by dashed lines. The wedges are positioned close to the gaps between 
corrosion product particles. These features were especially evident during FIB examination for 
Fig. 5.2 (a), as numerous wedge features located at different points on the surface appeared and 
disappeared as the sample cross section was ion-milled. The wedge angle is defined as shown in 
Fig. 5.2 as the angle at the apex of the triangular groove. Based on about 8 measurements at each 
exposure time, the wedge angle was 136  6.4o at 2 hr and 117  17o at 4 hr. The wedge depths 
are about 0.6 𝜇m at 2 hr and 1 to 1.5 𝜇m at 4 hr. Triangular wedges can be produced by 
intergranular attack, as discussed in the next section.  

Fig. 5.3: Height profile measured by optical profilometry after 2 hr exposure at -0.521 V 
and followed by removal of corrosion product. Curve to the left of the arrow 
represents an area that was not exposed to solution. 

Figure 5.3 exhibits a non-contact optical topological scan for an experiment in which the 
sample was exposed for 2 hr at -0.521 V. After the experiment, the corrosion product was 
removed by wiping the surface with a swab dipped in acetic acid. The profile spans parts 
of the rough corroded surface as well as surrounding surface (abscissa values smaller than 
10 𝜇m) that was not exposed to solution. The corroded area reveals minima with depths 
from 0.3 to 0.7 𝜇m below the uncorroded area, and peaks that rise above the surrounding 
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surface. The minima are apparently the triangular wedges marked by dashed lines in Fig. 
5.2 (a), as both features have the same range of depths and similar lateral spacing. The 
peaks are likely remnants of corrosion product particles. If these particles are disregarded, 
the top surface heights inside and outside the corroded area are the same. It can therefore be 
concluded that there was no significant general corrosion on the surface between the 
triangular wedges. A similar profile measured after 4 hr (not shown) also supports the 
absence of general corrosion. Thus, despite the overall appearance of the product layer as 
a uniform film, the corrosion process seems to exclusively consist of localized attack 
centered at shallow triangular wedges. 

Fig. 5.4: Small-angle cross section views of X70 steel after 2 hr corrosion at -0.521 V. Sample was 
prepared by shallow-angle polishing. Panels (b) - (e) are high-magnification images at the 
points indicated in the low-magnification image (a). 
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5.3. Small-angle cross section samples 
Small-angle cross sections were prepared by polishing to reveal the internal corrosion 

morphology on planes nearly parallel to the external surface. Figure 5.4 exhibits SEM images of a 
steel specimen after a 2 hr corrosion exposure at -0.521 V. The current density transient for the 
same experiment is found in Fig. 5.1 (b). In the low magnification image in Fig. 5.4 (a), the 
intergranular corrosion layer lies between the precipitated corrosion product and uncorroded base 
alloy. The layer labeled corrosion product in Fig. 5.4 (a) is the same as the precipitated iron 
hydroxide-carbonate layer noted in Fig. 5.2. Note that distances along the vertical direction in these 
images magnify depth through the polishing angle. The magnification factor in this direction is 
approximately 1000, since the apparent thickness of the IGC layer in Fig. 5.4 (a) is 900 𝜇m, while 
the FIB cross section (Fig. 5.2 (a)) reveals the true IGC layer thickness to be 0.9 𝜇m. Figs. 5.4 (b) 
- (e) are higher-magnification views at selected depths within the IGC layer. Figs. 4 (d) and (e) 
illustrate that localized corrosion attack centers at grain boundary triple junctions between the 
equiaxed and approximately 5 𝜇m diameter steel grains. Black-shaded crevices formed by 
corrosion at triple junctions are surrounded by roughly 1 𝜇m thick gray-shaded corrosion product 
layers coating the white-shaded steel grains. In addition to progressing along the triple junctions, 
corrosion also penetrates laterally along the grain boundaries adjacent to the triple junctions (Fig 
5.4 (d)). At the interface between the metal and the top corrosion product layer (Fig. 5.4 (c)), the 
grain boundary product film surrounds isolated clusters of grains. The cores of these grain clusters 
are eventually converted to corrosion product, forming the particles comprising the film. Thus, the 
corrosion product morphology reflects that of the underlying grain structure. 

The crevices along triple junctions in Fig. 5.4 correspond to the fissures at the triangular wedges 
in Fig. 5.2. Therefore, Figs. 5.4 (c) - (e) represent respectively the top, midpoint and apex of the 
triangular wedges in Fig. 5.2. Note that triple junction crevices are present in Fig. 5.2 only when 
the cross section plane lies close to the wedge apex. Since the triangular wedges are centered at 
triple junctions, they are indeed associated with intergranular attack. Triangular wedges have been 
observed during intergranular corrosion of austenitic stainless steels at transpassive potentials, and 
are considered to be characteristic features of “unsensitized” IGC in the absence of grain boundary 
precipitates [16, 26]. The wedge angle 𝛼 is related to the ratio of the dissolution velocity of the 
grain boundary at the wedge apex (𝑉 ) to the wedge surface dissolution velocity (𝑉 ), 

  (3) 
⁄ 

The wedge angles in the present work suggest 𝑉 ⁄𝑉  of 1.1 - 1.2, much smaller than the ratio of 
approximately 10 indicated by the relatively acute wedge angles in stainless steel [16]. To our 
knowledge, the triangular wedge morphology of IGC in pipeline steel has not been previously 
noted. However, Wendler-Kalsch found that corrosion in the potential range of SCC susceptibility 
produced 2 𝜇m-deep grain boundary grooves similar in appearance to the wedges in Fig. 5.2 [5]. 
No such grooves were observed in Ref. [5] at potentials higher than the upper limit of the SCC 
potential range, suggesting that the fundamental processes that produce the grain boundary wedge 
shape may intrinsically important in the SCC mechanism. 

The important features of the intergranular corrosion geometry are depicted schematically in Fig. 
5.5, which shows the triangular wedge morphology at the corroded triple junction. The wedge 
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angle 𝛼 and the corrosion velocities 𝑉  and 𝑉  are defined. Fig. 5.5 also illustrates the precipitated 
porous corrosion product layer in Figs. 5.2 and 5.4 (a), and an underlying compact layer between 
the precipitate and the steel. Evidence for such a nonporous corrosion product was obtained by 
nanoindentation measurements, which revealed submicron-thick regions close to the metal with 
elastic modulus approaching that of compact iron oxide [29, 30]. 

Fig. 5.5: Schematic depiction of triangular wedge morphology of intergranular corrosion. 

Figure 5.6 shows an EDS line scan across a corroded grain boundary in a sample exposed for 2 hr 
at -0.521 V. The major species in the corrosion product layer are iron, oxygen and carbon, 
consistent with a product layer composed of iron hydroxy-carbonates [23]. The composition is 
close to that of the top surface corrosion product but without significant levels of sodium deriving 
from NaHCO3 electrolyte. According to Blengino et al., product layers exhibit variable quantities 
of incorporated electrolyte ions depending on the corrosion rate [23]. Manganese, the primary 
alloying element in X70 steel, is apparently selectively excluded from the product layer, while 
silicon from the alloy is selectively oxidized and incorporated into the product. Silicon can 
significantly affect IGC in austenitic stainless steels, but we know of no prior reports of silicon 
effects on IGC or SCC of pipeline steels, or evidence for selective oxidation of Si at grain 
boundaries in X70 [24, 35]. Prior analytical TEM measurements of X52 and X65 steels revealed 
grain boundary segregation of only Mn solute, and atom probe tomography showed evidence for 
C segregation in X52 and X70 steels [36-38]. 

Additional small-angle cross sections were prepared on a sample exposed at -0.521 V for 15 min. 
At these early times, the cross sections revealed scattered corrosion product particles and isolated 
evidence of grain boundary attack at triple junctions, consistent with previous observations [21, 
23]. Therefore, the current rise during polarization at constant potential (Fig. 5.1 (b)) correlates 
with spreading of intergranular attack to an increasing fraction of the surface grain boundaries. 
This interpretation was suggested previously by Riley and Sykes [21]. Similar current transients 
with maxima were recently found during CO2 corrosion of carbon steel near pH 6, and the current 
rise was interpreted differently in terms of voids caused by crystallite nucleation in an amorphous 
surface film, or pH decrease due to carbonate precipitation [39, 40]. 
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Fig. 5.6: Composition of grain boundary corrosion product film on sample exposed for 2 hr at -
0.521 V. (a) SEM showing location of EDS line scan. (b) Composition profile along the 
line scan. 

Figure 5.7 exhibits small-angle cross sections of steel exposed at -0.478 V for 1 hr, for which the 
current density transient is given in Fig. 5.1 (b). Fig. 5.7 (a) shows the entire thickness of the IGC 
layer, while Fig. 5.7 (b) represents the interface between steel and the top product layer, and Fig. 
5.7 (c) shows the midsection of the corroded region. As at -0.521 V, corrosion at -0.478 V is 
localized at triple junctions, and extends into lateral grain boundaries surrounding the triple 
junctions. Comparison of the interface images Fig. 5.7 (b) and Fig. 5.4 (c) reveals that, despite the 
smaller exposure time at -0.478 V, there is a significantly larger number density of corroded grain 
boundary triple junctions at the higher potential, and consequently greater penetration of corrosion 
product between grains. Apparently, the rate of spreading of IGC among grain boundaries 
increases with potential, correlating with the faster increase of current density with time after the 
initial minimum (Fig. 5.1 (b)). 
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Fig. 5.7: Small-angle cross section views of X70 steel after 1 hr corrosion at -0.478 V. Sample was 
prepared by shallow-angle polishing. Panels (b) and (c) are high-magnification images at 
the points indicated in the low-magnification image (a). 

Fig. 5.8: Small-angle cross section views of X70 steel after 50 min corrosion at -0.575 V. Sample 
was prepared by shallow-angle polishing. Panels (b) and (c) are high-magnification images 
at the points indicated in the low-magnification image (a). 
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Figure 5.8 shows small-angle cross sections for a 50 min corrosion experiment at a potential of -
0.575 V, close to the active dissolution peak of the steel polarization curve. The susceptibility of 
steel to SCC is considered to be lower at such potentials in comparison to potentials closer to the 
passivation potential [12]. The images in Fig. 5.8 represent an area near a deposit of corrosion 
product, which in this experiment covered only a small portion of the surface. Fig. 5.8 (a) shows 
the entire thickness of the IGC layer, Fig. 5.8 (b) the steel-product layer interface, and Fig. 5.8 (c) 
shows the midsection of the corroded region. In contrast to the two more positive potentials, the 
cross-sectional images at -0.575 V revealed almost no detectable internal corrosion product at 
grain boundaries. Instead, IGC is characterized by selective dissolution of grains. 

5.4. Transient electrochemical and stress measurements 
In this section, in situ stress measurements during intergranular corrosion are presented and 

discussed in view of the observations of IGC morphology evolution. Fig. 5.9 (a) displays current 
density and force per width transients from experiments at each of the three test potentials, and the 
charge density obtained by integration of the current is shown in Fig. 5.9 (b). Force per width at -
0.478 V and -0.521 V increased steadily in the compressive direction during polarization. After an 
initial compressive period at -0.575 V, the force changed direction at 9 min, and exhibited a net 
tensile change at 60 min. From the trends in Fig. 5.9, it is clear that compressive stress generation 
correlates with internal corrosion product formation: extensive grain boundary corrosion product 
was found at the two higher potentials, but none at -0.575 V. 

Fig.5.9: Stress and current density measurements during corrosion exposures at the three test 
potentials. (a) Force per width (solid lines) and current density (dashed lines) transients. 
(b) Charge density transients obtained by integrating the current density in (a). 
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Stress is produced during oxide layer formation by strain associated with the volume increase upon 
conversion of metal to oxide [41]. The same principle can be applied to the present hydroxide-
carbonate layers. As a first approximation, stress is modeled in a flat nonporous corrosion product 
film of uniform thickness, which comprises an inner dense layer between the metal and an outer 
stress-free porous precipitated corrosion product (Fig. 5.5). As mentioned above, the presence of 
this compact layer was revealed by nanoindentation measurements [29, 30]. Since adherence of 
the surface film with the metal requires compatibility of the net in-plane strain at the metal-film 
interface, the formation of the compact layer must result in elastic or plastic strain within the film. 
It is assumed that the oxidation-induced strain-thickness product of the film is isotropic and hence 
given by 𝛥𝑉  ⁄⁄ /3, where 𝛥𝑉  is the net volume expansion per unit area at the metal-film 
interface during metal oxidation [41], 

⁄  𝛥𝑉   
𝑡    (4) 

Here q is the anodic charge density, F is Faraday’s constant, 𝛺  is the molar volume of corrosion 
product, 𝛷 is the Pilling-Bedworth ratio (the ratio of corrosion product to metal volume), and tA is 
the average transport number for inward electrical migration of OH- and CO3

-2 anions in the 
product layer. The anion transport number represents the fraction of current associated with film 
growth at the metal interface, with the remaining fraction (1 - tA) due to outward metal ion 
migration resulting in growth of the precipitated film. In Eq. (11), tA is the thickness of corrosion 
product formed at the metal interface per overall layer thickness, and 1 𝛷  is the consumed metal ⁄
thickness per product layer thickness.  

Assuming hypothetically that the strain in the product layer is elastic in nature, the force per width 
would be given by 

⁄𝐹   
 

(5) 

Combining Eqs. (10) and (11), the elastic stress generated is 

𝐹   
 
𝑡

 
(6) 

While tA in the product layer is unknown, passive films on iron and steel generally support both 
cation and anion transport by migration through grain boundaries between nanocrystals [42], and 
the presence of the outer precipitated product layer indicates that tA must be less than unity. For an 
example calculation, tA is taken to be 0.5, with 𝛺  and 𝛷 assigned values of 26.4 cm3/mol and 3.7 
for Fe(OH)2. For the maximum charge density of 300 mC/cm2 in Fig. 5.9 (b), the calculated force 
is close to -104 N/m, two orders of magnitude higher than the measured value. Therefore, despite 
the uncertain transport number, it is likely that the volume expansion due to oxide formation is 
accommodated by plastic rather than elastic deformation. The yield stress of the compact corrosion 
product was estimated to be 330 MPa from nanoindentation hardness measurements [30]. At the 
force levels in Fig. 5.9 (a), the compact product layer thickness would be 𝐹 ⁄𝜎  or 100 to 200 nm 
where 𝜎  is the yield stress. This range is compatible with the submicron layer thickness of the 
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compact layer revealed by nanoindentation [30]. Thus, the calculation supports the view that the 
porous precipitated layer is stress-free.  

If the stress in the product layer remains close to the yield stress, the force can be approximated as 
𝐹  ≅ 𝜎 ℎ 𝐴 /𝐴 . Here 𝜎  and hp are the yield stress and thickness of the compact portion of 
the product layer, 𝐴  is the area covered by the product layer (i. e. the entire oxidized surface area 
along grain boundaries) and 𝐴  is the projected steel surface area. Assuming that the compact layer 
thickness remains constant, the increase of compressive force over time is due to increase of 𝐴  as 
intergranular corrosion spreads over the surface and penetrates into the metal. Thus, the stress 
measurement is seen to be a sensitive indicator of internal oxidation during intergranular corrosion, 
arising specifically from the compact product layer and not from the precipitated porous oxide 
seen in SEM. Indeed, the force transient at -0.575 V suggests oxidation at times less than 10 min, 
which is not apparent in cross-sectional SEM images at later times. Note that Fig. 5.9 (a) reveals 
different time dependence of force and current density at the two higher potentials: while force 
increases steadily, current density reaches a maximum and then decays. The different trends arise 
because current density depends on both corroding area and the corrosion product thickness, 
increasing at first as IGC spreads and decreasing at longer times due to growth of the outer product 
film.   

5.5. Relevance to mechanisms of intergranular corrosion and stress corrosion cracking 
The present morphological observations reveal that at potentials of -0.521 and -0.478 V in 

the range of high SCC susceptibility, intergranular corrosion is centered at triple junctions and 
penetrates into lateral grain boundaries surrounding the triple junction. High-angle cross section 
images at -0.521 V show that corrosion at triple junctions takes the form of triangular wedges or 
notches, as illustrated in Fig. 5.5. At a potential near the active dissolution peak, the images reveal 
no precipitated internal dissolution product, and corrosion proceeds by selective grain etching. The 
shallow wedge shape near the passivation potential is explained by a constant dissolution velocity 
𝑉  on the grain surface and a slightly higher velocity 𝑉  at the grain boundary itself (Eq. (3)). 
Stress measurements provide evidence for a compact surface layer  at the two higher  potentials,  
which likely regulates 𝑉 . The mechanism explaining the higher dissolution rate on the boundary 
is less evident. Open crevices are found along corroding grain boundaries at -0.521 V and -0.478 
V (Fig. 5.5), and the absence of a porous product would reduce the resistance for mass transport 
along the boundary. Others have proposed that grain boundary segregated carbon is important for 
intergranular SCC of low-carbon steels [38, 43]. However, SEM images of shallow angle-polished 
specimens reveal no evidence for segregated phases at the boundaries. Wedging stresses due to the 
compact corrosion product layer at the grain boundary could assist corrosion propagation along 
the boundary [25]. 

The IGC morphology evolution described here may be related to the strong correspondence 
between the potential and pH ranges for SCC and IGC [15, 44]. Wendler-Kalsch suggested that 
wedges produced by corrosion at grain boundaries may induce sufficient stress concentrations to 
initiate stress corrosion cracks [13]. Indeed, a critical finding of both Ref. [13] and the present 
work is that wedge or notch features are found only in the potential range where steel is vulnerable 
to SCC. However, it is not clear that the relatively blunt wedges in Fig. 5.2 can generate significant 
stress concentration to influence SCC. It is possible that notches with smaller angles and hence 
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larger stress concentrations may be produced at longer exposure times, or by synergistic 
enhancement of intergranular corrosion by external stress [15]. Another possible reason for the 
importance of grain boundary oxidation in SCC is suggested by the EDS measurements in Fig. 5.6 
which revealed selective oxidation of Si solute atoms. Preferential oxidation of reactive solutes 
may produce non-equilibrium metal vacancies, and vacancy-dislocation interaction can explain 
the reduced local hardness near corroded grain boundaries recently detected by nanoindentation 
[30, 45]. Since vacancies associated with grain boundary oxidation would be present only at 
potentials or high cracking susceptibility, the possible involvement of vacancies in the SCC 
mechanism should be considered. A third possible role of grain boundary oxidation in SCC is that 
wedging stresses due to the compact corrosion product layer at the grain boundary could directly 
assist grain boundary fracture [25].  

5.6 Modeling framework for morphology evolution during corrosion experiment 
A mechanistic COMSOL Multiphysics model is developed to enable obtaining important 

insights in the process. We performed model guided corrosion experiments to further validate the 
modeling results. Fig. 5.10 shows the schematic of the vacancy diffusion model, where a 
preferential oxidation of silicon atoms on the steel surface causes the generation of non-
equilibrium vacancies. The mechanism is based our experimental findings of, 1) Nano-indentation 
measurements showing the presence of a layer of reduced hardness near corroded grain boundaries 
which suggests the presence of nonequilibrium vacancies and 2) EDS measurements revealing an 
elevated Si concentration in the corrosion product. The vacancies generated at the surface, due to 
the oxidizing silicon atoms, move towards grain boundaries under the influence of vacancy 
concentration gradient. The grain boundaries provide a fast diffusion pathway for Fe atoms, which 
diffuse towards the incoming vacancies, thereby causing the vacancies to accumulate near the top 
of the grain boundary. This fast diffusion process effectively makes the vacancy concentration 
zero at the grain boundaries. The recession caused due the accumulating vacancies at the top of 
the grain boundaries is given by grain boundary dissolution velocity Vgb , while the adjacent surface 

dissolution velocity is denoted as Vs . The ratio of these two velocities is related to the grain 

boundary wedge angle  as given by Eq (3). 

Fig. 5.10: Diffusion model for vacancies introduced by selective Si oxidation. Vacancy diffusion 

along grain boundaries enhances Vgb Vgb relative to Vs , accounting for the triangular 

wedge shape. 
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Fig. 5.11: Results from implementation of the vacancy diffusion mechanism in finite element 
simulation (a) COMSOL simulation domain for a wedge angle of 130° (b) Wedge angle as 
a function of Peclet number, Pe V R D  .gb gb  V

 
Figure 5.11 shows the results obtained from the implementation of the vacancy diffusion model in 
a finite element solver COMSOL Multiphysics. Fig. 5.11 (a) shows the simulation domain for a 
wedge angle  130  . The model was run for different values of the wedge angle ranging from   
to  170  . For all values of the wedge angle, the diffusion boundary layer is found to be uniform 
across the inclined surface and of the order of ~ 100 nm. Fig. 5.11 (b) shows the variation of the 
wedge angle as a function of Peclet number, defined as Pe V R D  . Since Peclet number is gb gb  V  

directly proportional to the corrosion rate or the current density, the result shown in Fig. 5.11 (b) 
implies that for a low corrosion rate, sharper narrow-angle wedges are formed and vice-versa. 
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Fig. 5.12: Current transients for constant potential experiments performed at 0.521 V vs Ag/AgCl 

in 1 M NaHCO3 solution (a) and (b) 2 hr experiments (c) 5 hr experiment.  

The vacancy diffusion model is extended to include a transient wedge morphology evolution. We 
compare the model predicted grain boundary (GB) wedge apex angles with the experimental 
values. Fig. 5.12 shows the current density transients for constant potential experiments at -0.521 
V for 2 hr and a 5 hr corrosion experiment and Fig. 5.13 shows the corresponding cross-sectional 
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micrographs. The current density transients differ between the two 2 hr experiments in Fig. 5.12 
(a) and (b), such that the minimum current for Fig. 5.12 (b) is 2 orders of magnitude lower than 
the peak current compared to an order of magnitude current density change for the Fig. 5.12(a) 
experiment. Further, the minimum current density is three orders of magnitude lower than the peak 
current density for the 5 hr experiment (Fig. 5.12 (c)). The average apex angle determined from 
the cross-sectional SEM micrographs, as shown in Fig. 5.13, are 136 , 74.2 and 27.1 
corresponding to the experiments in Fig. 5.12 (a), (b) and (c) respectively. It is apparent that the 
average wedge apex angle decreases with decreasing current density and vice versa. The extended 
periods of lower current densities in the 2 hr (Fig. 5.12 (b)) and the 5 hr (Fig. 5.12 (c)) experiments 
lead to the formation of wedges with smaller apex angles compared to the 2 hr experiment in Fig. 
5.12 (a). 

Fig. 5.13: SEM cross-sectional micrographs depicting GB wedges. (a), (b) and (c) Respectively 
correspond to the experiments shown Fig. 5.12 (a), (b) and (c). 

For a quantitative comparison of the variation in the apex angles between the experiments, finite 
element simulations were run for the current densities in Fig. 5.12. Figure 5.14 shows the results 
of the time-dependent finite element study for the 5-hour corrosion experiment. The color scheme 
represents the dimensionless concentration of vacancies, where the color scale is given on the right. 
The starting geometry at t  0 is the rectangular domain represented by the black outline. For short 
durations of t  1 hr and t  2 hr , shown in Fig. 5.14 (a) and (b), respectively, the wedges formed 
have approximately constant wedge angles. For t  2 hr , the change in the current density is 
relatively small (Fig. 5.12 (a)), implying that the dissolution velocities VS and Vgb remain relatively 
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unchanged. From Eqs. (1) and (2), for constant dissolution velocities, the wedge angle also 
becomes constant. The result is consistent with the observation of constant wedge angles for short 
duration corrosion experiments.   

Fig. 5.14: Wedge morphology evolution obtained from the time-dependent finite element study of 
the vacancy diffusion model in COMSOL at different times of (a) 1 hour (b) 2 hours (c) 
3.5 hours (d) 5 hours. 

For longer durations of t  2 hr , a varying slope is observed along the dissolving surface. As 
evident from Fig. 5.14 (c) and (d), surface slope close to the GB become progressively steeper, 
while the slopes away from the GB are shallower. As the current density decays with increasing 
time (Fig. 5.12 (a)), the surface dissolution velocity VS  also decreases considerably. Since wedge 

angle varies inversely with the surface dissolution velocity, the instantaneous wedge angle near 
the GB becomes narrower with the current decay. The effect of a sharp wedge angle at the GB on 
the wedge surface near the GB is determined by the relation in Eq. 3, with the surface closer to 
GB affected more compared to the surface father from the GB. The simulation wedge profile at 5 
hours (Fig. 5.14 (d)) is qualitatively consistent with the experimental wedge profiles for the 5-hour 
corrosion experiment depicted in Fig. 5.12 (b). 

The apex angles obtained from the simulations were measured and plotted at different time 
durations during the process in Fig. 5.14. It was revealed that there is an overall decrease in the 
wedge apex angle as the current density decreases over time, consistent with our previous result 
relating the wedge apex angle with the current density. The final wedge apex angles obtained from 
the simulations were able to accurately predict the experimental values for all the experiments, as 
shown in Fig. 5.15. The encouraging consistency between the experimental and modeling results 
for the time-dependent case further validates the vacancy-diffusion controlled enhancement of GB 
corrosion model. 
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Fig. 5.15: (a), (b) and (c) GB wedge apex angles variations over time obtained using time-
dependent finite-element simulations using current densities shown in Fig. 1 (a), (b) and 
(c) respectively. Data points (a), (b) and (c) present the experimental values obtained from 
SEM micrographs (Fig. 2) for the corresponding corrosion experiments. Error bars present 
the standard deviations of the experimental wedge apex angles. 

6. Results of Nanoindentation study of Corrosion-Induced Grain Boundary Degradation in 
a Pipeline Steel 

6.1 Experimental and theoretical methods 

6.1.1 Nanoindentation experiment 
Samples of a high strength low carbon steel (API 5L X70) were used in corrosion 

experiments. The primary alloying elements were Mn (1.70 wt%), Si (0.37 wt%), Cr (0.06 wt%) 
and C (0.09 wt%). The majority ferrite phase consisted of nearly equiaxed grains with about 5 m 
average grain diameter, while the minority pearlite phase was composed of elongated grains less 
than 5 m in width. The steel specimens were polished to 800 grit finish, cleaned and mounted in 
an electrochemical cell with an Ag/AgCl reference electrode and Pt counter electrode (cited 
potentials are with respect to Ag/AgCl). The test solution was 1 M NaHCO3 at pH 8.1 at room 
temperature. A potential of -1.0 V was applied for 5 min to cathodically reduce surface oxide, and 
then the potential was stepped to a value of -0.521 V within the active dissolution region of the 
current-potential curve, and held at this level for 2 h. The corroded steel samples were polished at 
shallow angles relative to the original surface to reveal cross sections through the intergranular 
corrosion layer, followed by nanoindentation testing around grain boundaries. The polishing angle 
was estimated as 0.06˚ by measurement of the apparent corrosion product layer thickness [47]. 
Nanoindentation tests used a Hysitron TI 950 TriboIndenter with a 90° cube corner diamond 
indenter tip. Multiple lines of shallow indents were imposed perpendicular to a GB and 1 m apart. 
Within each line, indents with 250 N peak load were spaced at 0.5 m intervals to avoid overlap 

26 



 

 

 

 
  

 

 

 
 

 

   
 

 

 
 

 
  

     

     

 

   
   

 

 

 

of the indentation process zones [48, 49]. A height topological scan is generated by the indenter 
tip and shown in Fig. 6.2(a). Further experimental details are available elsewhere [46, 47]. 

6.1.2. Molecular dynamics simulations   
Molecular dynamics calculations to simulate the indentation experiments were performed 

on a domain representing an iron bcc single crystal. The computational cell with dimensions 150 
x 150 x 75 Å enclosed 143,312 atoms. The atomistic simulator LAMMPS was employed for MD 
calculations [50]. Two interatomic potentials based on the embedded atom method were utilized 
for iron-iron and iron-hydrogen interactions [51, 52]. The results were analyzed using the 
dislocation analysis tool in OVITO [53]. Different vacancy concentrations in the range 0-1 at.% 
were realized by random deletion of Fe atoms from the perfect lattice. Interstitial H atoms were 
randomly introduced into the lattice at selected interstitial sites [54, 55]. Prior to indentation, the 
atomistic models were relaxed at a constant temperature of 1 K for 50 ps, under the canonical 
ensemble (constant volume and temperature). The low temperature was imposed to ensure 
immobility of the introduced vacancies. Periodic boundary conditions were used along the <100> 
and <010> directions, while non-periodic and shrink-wrapped boundary conditions were used in 
<001> direction. The atoms within the bottom layer of the model with thickness 10 Å were rigidly 
fixed. For each vacancy or hydrogen concentration, six different initial configurations were 
generated and analyzed to characterize the statistical variation of the simulation results. 

Nanoindentation simulations were performed using a rigid spherical indenter with radius R = 50 
Å up to an indentation depth of 20 Å, under the micro-canonical ensemble (constant volume and 
energy). Although the temperature was initially set to 1 K, a very small temperature fluctuation 
with a peak of 3 K was recorded during the indentation loading stage. The indentation axis was 
chosen to be along the <001> direction. The initial position of the indenter was located at the center 
of the simulation cell. The indenter applied a force on each atom in the material sample with 
magnitude 

K r(  R)2 , r  R
F r( )   

0, r R        (8)  

where R is the indenter radius, r is the distance between the indenter center and the atom, and the 
constant K is 10 eV/Å2. The indenter speed of 5 m/s was applied with a time step of 2 fs. It should 
be noted that the indentation speed of the simulations is relatively high compared to the 
experiments, though it is sufficiently low to maintain the equilibrium state in the simulations and 
qualitatively achieve the targeted results. 
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6.2. Results and discussion of GB degradation 

6.2.1 Nanoindentation experimental results 
The SEM micrograph in Fig. 6.1(a) illustrates the morphology of the subsurface intergranular 
corrosion layer revealed by shallow-angle polishing. The light gray-shaded regions are the roughly 
equiaxed ferrite grains. IGC attack produced crevices at triple junctions shown as black-shaded 
areas surrounded by approximately 1m thick dark gray-shaded oxide-carbonate corrosion 
product layers [46]. Figure 6.1(b-d) depicts EDS intensity maps for Fe, O, and Si contents, 
respectively. The GB corrosion product layer is mainly composed of Fe and O. Figure 1(e) shows 
EDS spectra for region 1 within grain interior and region 2 within GB corrosion product layer, as 
highlighted in Fig. 6.1(a). The EDS spectra shows the presence of Si in the GB corrosion product 
layer, thus demonstrating oxidation of Si solute atoms at grain boundaries. 

Figure 6.2(a) is an atomic force microscope surface topography scan showing a crevice at the GB 
triple junction, with four lines of NI imprints across the GB at different distances from the triple 

junction. Lines 2 and 3 are close to the GB crevice, where an approximately 1m thick corrosion 
product should be found based on SEM images as in Fig. 6.1 (a). The corrosion product layer at 

line 3 should be much thinner than 1m, and line 4 is beyond the maximum penetration of 
corrosion. Figure 6.2(b) shows a set of load-indentation depth curves at the different locations 
indicated in Fig. 6.2(a). The initial elastic Hertzian contact response of the base material is also 
marked on Fig. 6.2(a) for indentation modulus (E = 210 GPa) and indenter tip radius (R = 350 nm) 
[56]. Within the first few nanometers, all curves exhibited similar responses that follow Hertzian 
contact behavior. Thereafter the curves corresponding to indents placed closer to the GB (curves 
C and D) started deviating from the elastic response at shallower depth (2 nm at 20 N), compared 

to indents further away from GB and closer to grain interior (curves A and B, 6 nm at 60 N). 
These deviation loads (or displacements) can be associated with the critical load required for 
incipient plasticity [57]. 

All indentation curves exhibited multiple displacement bursts. Displacement bursts have been 
linked with several different mechanisms such as dislocation nucleation or propagation [57-59], 
brittle cracking of the native oxide layer [60], and surface roughness [61]. In the current 
experiments, special care was taken to ensure that the surface roughness was significantly smaller 
than the indenter tip radius. The average geometric roughness for each indentation site was 
measured to  be smaller  than 5 nm  over 200 x 200  nm2. Therefore, the first displacement burst 
event on every curve can be safely considered as homogenous dislocation nucleation (HDN), when 
the critical nucleation stress is reached underneath the indenter tip [57-59]. The critical stress 

 
HDN occurs at the maximum shear stress required to nucleate a homogenous dislocation loop 

 
max underneath the indentation surface burst . This stress level can be assessed from the critical load 

associated with the first displacement burst event, and is given by 
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 6 E2 
1 3  

   
max  0.31 

HDN burst   3R2 
P

burst       (9)  

where Pburst is the measured load corresponding to the first displacement burst [57]. Figure 6.2(c) 
shows the spatial variation of the average of Pburst within the two grains along lines 3 and 4 as a 
function of distance from the GB. Loads were normalized by that of the grain interior. On line 3 
(which will be compared with the MD simulation), a 55-60 % drop is detected in Pburst near the 
GB compared to the bulk of the grains. From Eq. (9), this implies an approximately 25% 
degradation in the barrier stress Pburst level for HDN, and therefore an enhanced plasticity with a 
lower dislocation nucleation barrier. Line 2 (not shown here) exhibited nearly the same spatial 
modulation as line 3, but with a lateral shift corresponding to the thickness of the GB corrosion 
product. The observed trend of Pburst modulation was found at other triple junctions on the same 

surface, with a spatial modulation zone 1-2 m from the GBs. To highlight the significance of the 
observed reduction in Pburst close to corroded GBs, note that line 4, located beyond the corrosion-
affected region, exhibits the opposite trend of Pburst with increased levels close to the GB. Other 
sets of NI scans on uncorroded surfaces showed statistical variations of Pburst with similar increased 
levels closer to the GB. Such increases are typically understood in terms of dislocation pile-up at 

spectra within the selected regions 1 and 2. 

GBs [61]. 

Fig. 6.1. (a) SEM image of the angle-polished corroded surface, showing the IGC attack at a triple 
junction. (b-d) EDS intensity maps showing Fe, O, and Si content, respectively. (e) EDS 
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Fig. 6.2. (a) AFM image in surface gradient mode showing the grain boundary and the locations 
of the imposed lines of nanoimprints. (b) A representative set of force-indentation depth 
curves for the indents on line 2 at different distances from the GB, along with Hertzian fit 
for spherical contact, (c) the critical load for the first displacement burst (normalized by 
the critical loads obtained for the interior of the grains), along with predictions of the 
MD/vacancy diffusion model (Eq. (10)). 

6.2.2 Molecular dynamics simulation results 

MD simulations using the embedded atom method were employed to explore the roles of 
hydrogen and vacancy defects in the NI response, and to identify the atomistic mechanisms 
responsible for corrosion-induced softening near the GB. Nanoindentation on domains 
representing bcc Fe single crystals was compared to the response of the same domains with various 
concentrations of either vacancies or hydrogen. Figure 3(a) shows the starting configuration of the 
atomistic model cell for 1 % (atomic percent) vacancy concentration, with light shading used to 
highlight atoms neighboring vacancies. Fig. 6.3(b) shows the load-indentation depth curves for 
three different vacancy concentrations, along with the perfect crystal response. The initial elastic 
response of the crystal showed a minor gradual softening with increase of the atomic vacancy 
concentration. All loading curves exhibited load bursts at critical loading levels that tended to 
decrease with increasing vacancy concentration. Simulations produced load rather than 
displacement bursts as in Fig. 6.2(b), since the displacement rate was controlled. For perfect 
crystal, simulation results showed that multiple dislocations nucleated simultaneously, yielding a 
large load burst. However, with increase of the vacancy concentration, successive and discrete 
dislocation nucleation events were observed, leading to gradual stair-case bursts as shown in the 
curve for 0.5 % vacancy concentration. It is worth noting that all the load-indentation depth curves 
exhibited the same average slope after exhaustion of the load burst events, due to a similar lattice 
resistance for dislocation mobility. This trend confirms that these dispersed atomic-scale 
vacancies, differently from nanoscale vacancy clusters which usually act as obstacles to dislocation 
migration, can reduce the dislocation nucleation barrier, while they may not significantly impact 
dislocation migration kinetics. Figure 6.3(c) shows the load-indentation depth curves for different 
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H atomic concentrations, along with the curve for the perfect crystal for comparison. There was 
an observable softening within the initial elastic part of the curves compared to that for the perfect 
lattice. However, no distinct change was found relative to the perfect crystal for either the critical 
load or the amplitude of the load bursts. 

Fig. 6.3. (a) MD simulation model, showing the iron atoms (blue), and the atoms surrounding the 
lattice vacancies. (b) load-indentation depth curves for different vacancy concentration, (c) 
load-indentation depth curves for different hydrogen atom concentration. (d) The MD 
results for the critical dislocation nucleation load (normalized by that of perfect crystal) as 
a function of the concentration. The error bar is derived from six different geometric 
rendering of the model. 

Figure 6.3(d) summarizes the nucleation load as a function of the concentration of both H and 
vacancies. Clearly, the presence of vacancies leads to a noticeable reduction of the critical load for 
the initial load burst. In contrast, interstitial H has an insignificant effect (within 10% for 1 at. % 
concentration) on the critical load for dislocation nucleation. This trend leads to the conclusion 
that vacancies rather than interstitial H atoms act as softening agents. Similar simulations were 
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also performed for a double-sized samples under indentation. The same trend in Fig. 6.3(d) was 
observed, eliminating the possibility of artifacts due to the limited sample size in the MD model.  

Fig. 6.4: Atomistic simulation results of perfect crystal showing multiple dislocation nucleation 
and propagation at the critical loading level. Snapshots of atomistic projection with shading 
of out-of-registry atoms for the perfect crystal (a-c), hydrogen (d-f), and vacancy cases (g-
i), highlighting variation of dislocation nucleation characteristics with addition of lattice 
vacancies and H interstitials. 

Figure 4 depicts atomic-scale events during dislocation nucleation and propagation for a perfect 
crystal in Fig. 6.4(a-c), 0.1% H concentration in Fig. 6.4(d-f), and for 0.1% vacancy concentration 
in Fig. 6.4(g-i). Each column shows atomistic projections with shading of out-of-registry atoms. 
Panels (a), (d), and (g) represent the initial Hertzian deformation field, prior to appearance of 
dislocations; (b), (e), and (h) show the simulation cell immediately after the first dislocation 
nucleation  event, while (c),  (f), and (i) represent a later stage showing slight evolution of the 
nucleated dislocation loops. 

For the case of the perfect crystal, Fig. 6.4 (a-c) shows that multiple dislocation loops nucleated 
under the indenter tip, where the maximum shear stress reached the theoretical strength of the 
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lattice. In the simulation shown in Fig. 4(a), three nucleation sites were activated by indentation, 
highlighting the bcc crystal symmetry. The depths of the nucleation sites are approximately 45% 
of the contact radius a, measured along the indenter line of symmetry from the indenter-crystal 
interface. The dislocation nucleation site is close to the depth of 0.48a for maximum shear stress 
under spherical contact predicted by Hertzian analysis [56]. Once these dislocation loops 
nucleated, they migrated under the increasing applied load until intercepting the indenter interface 
(Fig. 4(b, c)). For 0.1% H concentration, dislocation nucleation exhibits a similar trend as the 
perfect crystal, except only one of the {110} slip planes was activated. Figure 6.4(d) shows the 
atomistic configuration immediately before dislocation nucleation, where black-shaded H atoms 
are surrounded by gray-shaded out-of-registry atoms. Although there are multiple H atoms 
underneath the indenter tip, a single dislocation nucleated under the indenter, at a depth of 0.52a 
close to that expected for the perfect crystal. The location of the first dislocation nucleation was 
approximately independent of H atom sites for this particular concentration; however, the 
existence of H provided preferential nucleation sites for single dislocations, thereby distorting the 
deformation symmetry. For 0.1% vacancy concentration in Fig. 6.4(g), out-of-registry atom 
clusters representing atomic relaxations around individual vacancies are present prior to contact 
with the indenter. Figure 6.4(h) reveals that the first dislocation loop nucleated close to such a 
vacancy site. The depth of this nucleation site is about 84% of the contact radius a, much larger 
than 0.48a for the perfect crystal case. Thus, the local shear stress at this site would be below that 
for the first dislocation nucleation in the absence of vacancies (Fig. 6.4(g)). Apparently, the energy 
barrier for nucleation was reduced at vacancy sites relative to that for the perfect crystal; however, 
H defects did not lower the barrier significantly. Once nucleated, the dislocation loop grew under 
the applied load (Figs. 6.4(i)). 

Fig. 6.5: Distribution of first strain invariant on {001} plane, showing initially induced hydrostatic 
strain by (a) vacancy and (b) hydrogen atom. (c) The line distribution of first strain 
invariant along <110> direction (dashed lines on (a) and (b)) presented as a function of 
distance normalized by the atomic distance.  
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The ability of vacancies but not hydrogen to reduce the energy barrier for dislocation nucleation 
correlates with the local atomic configuration around defects in the relaxed state before 
indentation. Figures 6.5(a) and (b) compare the first strain invariant (associated with hydrostatic 
strain) around a vacancy and H atom on the {001} plane in the relaxed state. Figure 6.5(c) shows 
the distribution of the first strain invariant along the <110> direction, noted on Fig. 6.5(a, b). In 
the 0.1% vacancy case, the overall model experiences a tensile (dilation) residual volumetric strain 
of about 0.40% after relaxation around vacancies. On the other hand, in the 0.1% H case, there is 
a compressive residual volumetric strain about 0.45% after relaxation around H atoms. MD 
simulations of the effect of volumetric pre-strain up to 1% on nanoindentation behavior in nickel 
and palladium single crystals showed that a tensile pre-strain reduced pop-in load, while a 
compressive lattice strain increased pop-in load [62]. Our results are consistent with these 
observations, except that the present Fe-H system does not exhibit an increase in the pop-in load 
even though it shows a compressive residual strain.  

6.2.3. Vacancy diffusion calculation 

Calculations with a vacancy diffusion model were carried out to investigate the origin of 
corrosion-generated vacancies responsible for softening near GBs. The model hypothesizes that 
vacancies are injected by oxidation of reactive Si solute atoms at grain boundaries. Accordingly, 
the vacancy concentration distribution near the GB is calculated and, together with the 
concentration-dependent critical load from MD, used to predict the spatial variation of critical load 
for direct comparison to the NI results in Fig. 6.2(c). The evolution of vacancy concentration near 
the corroding interface is determined by the transient diffusion equation, 

C C 2 C D vd v 2t x x        (10)  

where C is the vacancy concentration, vd is the dissolution velocity of the GB, Dv is the vacancy 
diffusivity, x is position relative to the corroding interface and time t is measured from the initiation 
of corrosion at the GB site. A constant interfacial concentration CGB is maintained at x = 0, which 
according to the hypothesis is taken as equivalent to the bulk Si concentration of 0.77 at.%. Since 
the equilibrium vacancy concentration in steel at ambient temperature is negligible relative to CGB, 
C is taken as zero far from the interface and at zero time.  

Equation (10) was solved numerically using values of 5 x 10-17 m2/s for Dv [63], 
and 0.013 nm/s for vd [46]. The vacancy diffusion time is a source of uncertainty in these  
calculations. As a first approximation, we assume that the diffusion time is the same as the time of 
corrosion at the applied potential. Based on the location of the GB site probed by NI within the 
IGC layer [46, 47], corrosion initiated roughly 18 min prior to the end of the 2 h experiment. From 
the concentration profile at 18 min, values of x were determined at the vacancy concentrations for 
which MD simulations were carried out (Fig. 6.3(d)). Fig. 6.2(c) compares the resulting theoretical 
prediction of the normalized critical force vs. distance from the GB to the NI measurements. 
Remarkably, the normalized load of 0.4 measured close to the GB is  nearly the same  as that  
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predicted from the value of CGB derived from the bulk Si concentration. This agreement is evidence 
for the hypothesis that the vacancies responsible for lattice softening are injected by oxidation of 
reactive Si atoms. The same mechanism could explain vacancy injection in other alloys that 
contain solutes with dissolution potentials significantly more negative than the corrosion potential. 
Fig. 6.2(c) also shows that the predicted thickness of the zone of reduced critical load is about 1 
m, roughly one-half of the experimental thickness. The discrepancy can be attributed to 
underestimation of the vacancy diffusion distance by the model; diffusion would actually continue 
on open circuit until vacancies encounter traps such as dislocations and solute atoms.  

The present results demonstrate that corrosion-induced vacancy injection occurs in the narrow 
potential range of active dissolution where steel is highly susceptible to IGSCC. The possible role 
of vacancies in GB embrittlement during IGSCC should therefore be considered. According to 
Neeraj et al., aggregation of strain-induced vacancies led to nanovoids that they observed on 
fracture surfaces of H-embrittled pipeline steels [66]. On the macroscale [64], considering the 
cohesive behavior of the crack tip, the existence of nanovoids close to GBs might reduce the GB 
cohesive strength, thereby shielding vacancy-enhanced plastic deformation within the grain 
boundary and leading to cleavage GB fracture [62, 65]. 

7. Conclusion and Impact 
This work has developed basic understanding of the early stage stress corrosion cracking in high 
strength pipeline steel through combined experimental and modeling framework. We have 
quantified the physical and mechanical changes associated with early stage SCC. The 
experimentally calibrated predictive modeling of the extent of subsurface damage, grain boundary 
grooving and early stage percolation of shallow cracks to enable further development of NDE 
corrosion detection techniques. Monitor changes in parameters germane to corrosion prevention, 
while mitigating the corrosion impact on the pipeline infrastructure. 

This work also identified and explained the chemical mechanism of formation of vacancy defects 
that may participate in grain boundary degradation. It is found that vacancies originate from 
oxidation of reactive silicon solute atoms at grain boundaries exposed to the electrolyte interface, 
then diffuse to the corroding grain boundary and facilitate the grooving process. Identification of 
such mechanism would enable the steel alloy designer to mitigate the susceptibility to SCC through 
alloying, surface treatments or coatings.  

8. Future Work 
The completed work under this CAAP agreement highlights many new insight for the detection 
and monitoring of the early stage of SCC. The main findings that warrants further investigation 
and analysis are; 

 The evolution of vacancies and reduction GB strength have the potential to provide new 
basis for detection of early stage subsurface damage percolation through ultrasound or 
eddy current techniques. Two complementary methodologies that should be further 
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investigated and developed for prospective utilization for in-line assessments. 

 The identification of the grain boundary grooving mechanisms will provide pathways for 
different strategies to counter these chemical threats and mitigate the alloy susceptibility. 

 The identified chemical mechanisms is quite sensitive the current material state, as 
defined by the level of lattice defects (voids and dislocations). These lattice defects are 
greatly affected by local stress risers. Thus forming a critical compounding and interactive 
threats between local corrosion and localized stressed (arising from external dents or 
gauges that may drive local stress levels to surpass the yield strength of the material. This 
scenario would result in accelerated localized fatigue failure of the pipeline.   
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Accessibility Report


		Filename: 

		CAAP_Final_Report-V003.pdf




		Report created by: 

		

		Organization: 

		




[Enter personal and organization information through the Preferences > Identity dialog.]


Summary


The checker found problems which may prevent the document from being fully accessible.


		Needs manual check: 0

		Passed manually: 2

		Failed manually: 0

		Skipped: 0

		Passed: 26

		Failed: 4




Detailed Report


		Document



		Rule Name		Status		Description

		Accessibility permission flag		Passed		Accessibility permission flag must be set

		Image-only PDF		Passed		Document is not image-only PDF

		Tagged PDF		Passed		Document is tagged PDF

		Logical Reading Order		Passed manually		Document structure provides a logical reading order

		Primary language		Passed		Text language is specified

		Title		Passed		Document title is showing in title bar

		Bookmarks		Passed		Bookmarks are present in large documents

		Color contrast		Passed manually		Document has appropriate color contrast

		Page Content



		Rule Name		Status		Description

		Tagged content		Passed		All page content is tagged

		Tagged annotations		Failed		All annotations are tagged

		Tab order		Passed		Tab order is consistent with structure order

		Character encoding		Failed		Reliable character encoding is provided

		Tagged multimedia		Passed		All multimedia objects are tagged

		Screen flicker		Passed		Page will not cause screen flicker

		Scripts		Passed		No inaccessible scripts

		Timed responses		Passed		Page does not require timed responses

		Navigation links		Passed		Navigation links are not repetitive

		Forms



		Rule Name		Status		Description

		Tagged form fields		Passed		All form fields are tagged

		Field descriptions		Passed		All form fields have description

		Alternate Text



		Rule Name		Status		Description

		Figures alternate text		Passed		Figures require alternate text

		Nested alternate text		Failed		Alternate text that will never be read

		Associated with content		Passed		Alternate text must be associated with some content

		Hides annotation		Passed		Alternate text should not hide annotation

		Other elements alternate text		Passed		Other elements that require alternate text

		Tables



		Rule Name		Status		Description

		Rows		Passed		TR must be a child of Table, THead, TBody, or TFoot

		TH and TD		Passed		TH and TD must be children of TR

		Headers		Passed		Tables should have headers

		Regularity		Passed		Tables must contain the same number of columns in each row and rows in each column

		Summary		Passed		Tables must have a summary

		Lists



		Rule Name		Status		Description

		List items		Passed		LI must be a child of L

		Lbl and LBody		Passed		Lbl and LBody must be children of LI

		Headings



		Rule Name		Status		Description

		Appropriate nesting		Failed		Appropriate nesting






Back to Top


